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Abstract— In this paper, a design method to determine the optimal fractional proportional integral derivative 
(FPID) controller’s parameters is proposed for automated voltage regulator (AVR). The AVR model is obtained 
utilizing two model reduction techniques, namely particle swarm optimization (PSO) and biogeography-based 
optimization (BBO) with the assistance of MATLAB and Simulink software package. For tuning the FPID 
controller, invasive weed optimization (IWO) algorithm is used with four unique performance indices: integral 
square error (ISE), integral time square error (ITSE), integral absolute error (IAE) and integral time weighted 
absolute error (ITAE). The results show that the IWO-designed FPID - compared to the classical proportional 
integral derivative controller (PID) - offers a better performance in terms of overshoot, rise time and settling time. 
     
Keywords— Automated voltage regulator; Model reduction techniques; Invasive weed optimization algorithm; 
Fractional proportional integral derivative controller; MATLAB package. 
 

1. INTRODUCTION 

Automated voltage regulator (AVR) is a device designed to control voltage 

automatically, i.e. taking a fluctuating voltage level and transforming it into a constant level. 

The AVR model is complex and in high order; however, there are many ways for simplifying 

it to the second order [1]. There are many methods for regulating AVR including classical 

processes, such as integer proportional integral derivative controller (PID), internal mode 

control (IMC), and linear quadratic regulator (LQR) [2, 3]. Other methods have used soft 

techniques in recent centuries, such as fuzzy logic control, genetic algorithms, and neural 

networks [4]. 

In the last two centuries, fractional calculus has been quite common research area in 

engineering studies although it has been recognized for about 300 years [5]. The first research 

was reported in [6] on the controller of the fractional order proportional integral derivative 

(FOPID). In the literature, in contrast to the conventional PID; two additional parameters are 

proposed for the fractional PID’s; namely, integration (λ) and differentiation (µ) orders [7]. 

Researchers have indicated that in terms of certain characteristics such as flexibility and 

stability; these two parameters reinforce the hand of customers. Authors in [8] developed a 

fractional PID controller design technique. The fresh tuning technique was based on the 

classic technique of tuning Ziegler Nichols to set the fractional PID controller parameters. In 

[9], FOPID was designed for spherical tank liquid level control. The PID controller was 

designed using the integral square error (ISE) method of minimization. The FOPID controller 

reaction was contrasted with the simulation and experimental setup of the integer order PID 

(IOPID) controllers. 
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There are many distinct methods to find approximations for λ and μ. It is not feasible 

to tell which one of them is better based on certain behavior [10]. A fresh set of PID and    

FOPID controllers’ tuning laws based on minimizing the embedded absolute error were 

suggested. It yields a low overshoot and low settling, but limits the maximum sensitivity 

[11]. By comparing the results obtained from PID and FOPID controllers; fractional-order 

integral action was not advantageous, while the use of fractional-order derivative action 

provides an improvement in performance, focused on optimizing the integer order PID and 

fractional order [12, 13].  

The PID controller of fractional order generalizes the PID controller of the integer order 

and moves it from point to point. This extension brings more flexibility to the design of the 

controller and it is used more precisely to regulate procedures in the actual globe. In [14], 

authors evaluated the design of the FOPID controller using the chaotic ant swarm (CAS) 

optimization technique. FOPID controller tuning emerged as a nonlinear optimization issue, 

where the objective function consists of over-shooting, steady-state error, rise time, and 

settling time. In [15], a procedure for tuning perfect PID fragmentary request parameters 

utilizing particle swarm optimization (PSO) calculations was suggested and a whole number 

request plans was given. Ideal parameters can be found in fewer cycles utilizing the 

appropriate wellness work. 

The remaining part of this paper is organized as follows: in Section 2, the AVR system 

is introduced with detailed model and model parameters. In Section 3, the model reduction 

for AVR by using the biogeography-based optimization (BBO) algorithm approach is 

presented. Section 4 presents the fractional order PID controller and its mathematical 

foundation and tuning using invasive weed optimization (IWO) algorithm. In Section 5, 

discussions, simulation investigations and comparisons of the AVR controlled by optimal 

fractional proportional integral derivative controller (FPID) are presented to illustrate the 

superior robustness achieved by using fractional order controller. Finally, conclusions are 

drawn in Section 6. 

2. AVR MATHEMATICAL MODEL 

Detailed theoretical description of the AVR system can be found in [16, 17]. An AVR 

system, which meant to be simple, consists of four main components; amplifier, exciter, 

generator and sensor as shown in Fig. 1. 
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Fig. 1. Block diagram of the AVR system. 
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By deriving the transfer functions for each component as described in [18]; the whole 

closed-loop transfer function can be achieved as: 
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Its poles are:  -99.8497 + 0.0000i, -10.2222 + 0.0000i, -0.1133 + 7.8699i, -0.1133 - 7.8699i,    

-1.0462 + 1.3794i, and -1.0462 - 1.3794i. The dominant poles are: -0.1133 + 7.8699i, and -0.1133 

- 7.8699i which are very close to the imaginary axis. 

The transfer function of the AVR, as shown in Eq. (1), is sixth order; so we would be 

able to approximate it to second order, depending on the dominant poles. 

3. AVR MODEL ORDER REDUCTION 

Model reduction is a method for acquiring a decreased order model that maintains 

certain significant characteristics such as stability. It is close, in some sense, to the initial 

model in terms of overshoot percentage (Mp%), rise time (Tr), settling time (Ts), and steady-

state error (Ess). Model order reduction (MOR) methods are classified into time domain and 

frequency domain [19-21]. Nowadays, many methods for decreasing order model are 

dependent on the optimization techniques such as PSO, genetic algorithm (GA), differential 

evolution (DE), and GA-based MOR which gained some attention from the scientists. 

Recently, a PSO method has been used to achieve a decreased order model for large-

scale linear single-input and single-output (SISO) schemes [22]. The technique is based on 

ISE, while a blended method for decreasing the order of linear large-scale structures was 

proposed in [23]. When attempted on a specific scheme; each technique has its own benefits 

and disadvantages. Furthermore, no strategy always delivers the highest outcomes of all 

systems. In this context, the BBO method is performed with the upsides of holding the 

accurate predominant elements in the structured model, acquiring another hearty model 

with a lower order, and keeping up a base enduring state reaction error. In this paper, both 

BBO and PSO approaches are utilized for MOR. 

3.1. Biogeography-Based Optimization  

It is a fresh form of evolutionary algorithm (EA) based on population. Biogeography is 

a biology branch. It is a synthetic discipline that depends highly on earth science, population 

biology, systematic, and ecology theory and information collection [24]. It studies the 

migration of species from less to more habitable locations between islands and how they 

share data with others through probability-based migration. In biogeography, the movement 

of species from one island to another relies on suitability index factors including water 

resources, vegetation diversity, temperature, and land area. These index factors are depicted 

as real number vectors. Many scientists have implemented the BBO in order to perform 

optimization in several applications. The BBO algorithm is used to tune a PID controller's 

parameters earlier. In this research, a technique for implementing the BBO algorithm is used. 

It has better search velocity and optimization compared to an AVR model order reduction 

algorithm with PSO. The BBO algorithm is comprised of two major sub-algorithms: 

migration and mutation [25]. 
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3.1.1. Migration 

In this stage - known as the modification ratio - the arrangement is adjusted. In order to 

alter a specific arrangement, its movement rate is utilized to –probabilistically - choose 

whether or not to adjust every suitability index variable (SIV) in that arrangement. On the off 

chance that a given SIV in a given arrangement is chosen to be changed; we utilize the 

resettlement paces of different answers to – probabilistically - choose which of the 

arrangements ought to relocate an arbitrarily chosen SIV [26]. 

3.1.2. Mutation  

The term mutation alludes to an abrupt change or an unexpected variety. With regards 

to BBO, it shows variety in the populace because of unconstrained changes. Change rate can 

be determined as pursues [26]: 

    m(s) = )
1

(
max

max
p

P
m s

                                                                                                                      (2) 

where 𝑚𝑚𝑎𝑥 is user-defined parameter and Ps is the probability of each island containing S 

species. 

We need to create random values by using the mutation factor. This mutation has 

likelihood and we have to make the changes based on this. If this probability of mutation 

exceeds the random value; the mutated value must be modified. Thus; we arrive at the best 

solution. We have both the migration and the mutation update to prevent the pre-

convergence problem. In [26], the performance index is used to decrease the mistake between 

the initial and decreased scheme. 

The steps used in BBO Algorithm [26] are: 

1. Initialize a set of solutions to a problem. 

2. Compute “fitness” (HSI) for each solution, where HSI is the habitat suitability index of 

the environment. 
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3. Compute S, , and  for each solution.  
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where λ = immigration rate, 𝜇 = emigration rate, 𝑆𝑚𝑎𝑥 = maximum number of species,                       

E = maximum emigration rate, and L =maximum immigration rate. 

4. Modify habitats (migration) based on ,  . 

5. Mutation. 

6. Typically, implementation of elitism.             

7. Go to step 2 for the next iteration if needed. 

The parameters of BBO algorithm in this work are considered as follows: Generation 

count limit =150, population size=50, mutation probability = 0.06, number of elites = 2. 

Referring to Eq. (1) of the original system and using all solution steps of BBO algorithm 

by MATLAB program; it is found that the reduced function is: 
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The dominant poles are: -0.9339 + 1.2691i,   -0.9339 - 1.2691i.  

3.2. Particle Swarm Optimization  

PSO is a robust evolutionary strategy inspired by the social behavior of animal species 

living in large colonies like birds, ants, or fish. The PSO algorithm maintains multiple 

potential solutions at one time. During each iteration of the algorithm, each solution is 

evaluated by an objective function to determine its fitness, and each solution is represented 

by a particle in the fitness landscape (search space). The particles “fly” or “swarm” are used 

through the search space to find the maximum value returned by the objective function (ISE) 

[6]. 

The PSO algorithm consists of three steps: 

1. Evaluate fitness of each particle. 

2. Update individual and global bests.  

3. Update velocity and position of each particle.  

These steps are repeated until some stopping condition is met. The PSO algorithm 

parameters are regarded as follows in this research: 

1. Inertial weight: 0.9. 

2. Acceleration factors c1 and c2 are 0.12 and 1.2, respectively. 

3. Population size: 50 

4. Maximum iteration: 150 

Referring to Eq. (1) of the original system and using all solution steps of PSO algorithm 

by MATLAB program; it is found that the reduced function is: 

       
)(sRPSO  = 

138.5583.3704.1

6394.335002.0
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The dominant poles are: -1.0513 + 1.3820i,   -1.0513 - 1.3820i. 

When comparing the original system’s dominant poles; it is clear that )(sRPSO is very 

close to it, but the numerator coefficients appears non-minimum phase. Fig. 2 shows the 

transient response of original and reduced model with BBO and PSO. Response by PSO is 

non-minimum phase system as derived from Eq. (7), and this response - for a step input - has 

an undershoot of 1.2242%. It is accepted that within the field of control engineering; non-

minimum stage procedures are a troublesome study space.  

In some important industrial procedures, non-minimum phase zeros inevitably occur, 

where the relative stability of PSO is less than BBO because there is a zero in the right hand 

side of S-plane. Therefore, BBO approach is used in this paper. 

When comparing the transient parameters (Mp%, Ts, Tr, and Ess) of the original 

system Go(s) with reduced systems )(sRPSO and )(sRBBO ; it is clear that )(sRBBO  is almost 

identical to Go(s) as shown in Table 1 where Tp is the peak time. 
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Fig. 2. Transient responses of the original and the reduced - with BBO and PSO - model. 

 
Table 1. Results of comparison between the transient response parameters. 

System 
Mp 

[%] 

Ts 

[s] 

Tp 

[s] 

Tr 

[s] 
Ess 

Go(s) 10.9 4.5 2.42 1.03 0.76 

)(sRPSO  9.3 3.52 2.37 1.17 0.76 

)(sRBBO  9.9 3.76 2.46 1.06 0.757 

4. FPID CONTROLLER TUNING 

Fractional calculus is regarded for almost 300 years. On the other hand, the concept of 

FPID is proposed in [6, 7] for the first time. In the literature, a quite few research shows that 

the controller types with fractional order are more environmentally friendly than the 

traditional integer order controllers [27, 28]. When compared with the classical PID 

controllers; the fractional order controllers have two extra manipulate parameters: 

integration (λ) and differentiation (µ) orders, which enable the controller to provide the 

greater flexibility and stability. Various processes based on the use of a number of tuning 

guidelines for FPID controllers are proposed in [29]. Also, the research, primarily based on 

artificial intelligence techniques for FPID controller, is found in the literature. In [30], PSO 

algorithm is used for FPID [31] and software of DE algorithm to diagram FPID controllers 

are given in [32]. Many researchers are using Cuckoo search algorithm (CSA), Tabu search 

algorithm (TSA), artificial bee colony (ABC), and GA in designing the FPID [33-36]. In this 

paper, IWO algorithm is used. 
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4.1. Invasive Weed Optimization  

Like most of the algorithms in evolutionary computation; IWO does not need the 

gradient of the function in its optimization process. From a specific point of view; IWO can 

be categorized as social as PSO algorithm. IWO is considered as both the mathematical 

model and the laptop simulation of human lifestyle evolution [37, 38]. The IWO procedure 

starts evolving with initializing a population. That is, a population of initial options is 

randomly generated over the answer space. Then, individuals of the population produce 

seeds relying on their comparative fitness in the population. In other words, the range of 

seeds for each member varies linearly between Smin for the worst member and Smax for the 

fantastic member. These seeds are then randomly scattered - over the search area - via 

commonly dispensed random numbers with mean equal to zero and an adaptive fashionable 

deviation. The equation for figuring out the widespread deviation (SD) for every era is 

presented as [39]:  
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where itermax is the highest amount of iterations, the present iteration SD is iter and the 

nonlinear modulation index is n.  

The generated seeds are regarded as the prospective alternatives for the next 

generation accompanied by their parents. Finally, a competitive exclusion is carried out in 

the algorithm, i.e. the population reaches its maximum after a number of iterations and an 

elimination mechanism is adopted. The seeds are listed together with their relatives and 

those with better fitness survive and become reproductive. Fig. 3 shows a flow chart of the 

IWO algorithm. The parameters of the IWO algorithm - considered in this work - are as 

follows: Smin = 0, Smax = 5, itermax = 150, n = 2, initial population size = 2, maximum 

population size = 10, initial value of standard deviation = 0.5, final value of standard 

deviation = 0.001. 

In order to examine the controller's efficiency, the following four distinct objective 

features are used: integral square error (ISE), integral time square error (ITSE), integral 

absolute error (IAE) and integral time weighted absolute error (ITAE). They are provided in 

Eqs. (9–12).  
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Fig. 3. Flowchart of IWO algorithm. 

 

The continuous transfer function of FPID is also obtained through Laplace transform 

as:     

     C(s)=



Kds

s

Ki
Kp                                                                                                                    (13) 

Firstly, the tuning is executed to obtain the parameters of PID controller Kp, Ki and Kd 

using MATLAB statement: pidtool (Go,’pid’), where Go is the original system. So that          

Kp = 2.9253, Ki = 2.9774, and Kd = 0.6473, where Mp = 10%, Ts = 3.76 s, Tr = 1.17 s, Tp = 1.07 s 

and Ess = 0. The designed FPID controller is approximated by oustaloup filter. The fractional 

derivative and integrals of FPID controller have been approximated by N = 5 and filter 

frequency [Wl, Wh] = [0.001, 1000]. Table 2 shows the parameters’ values of the FPID 

controller - with different performance indices - obtained using the IWO algorithm, while 

Table 3 shows the transient parameters with different performance indices. 
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Table 2. Parameters’ values of FPID controller - with different performance indices  
- obtained using the  IWO algorithm. 

Performance index Kp Ki λ Kd µ 

ISE 10 10 0.7893 10 1.4122 

ITSE 10 10 1.0010 6.4773 1.0209 

IAE 9.6231 10 1.0142 4.4807 1.1263 

ITAE 5.1369 8.666 1 3.3364 0.8752 

       
 Table 3. Transient parameters’ values of FPID controller - with different performance indices –  

obtained using the IWO algorithm. 

Performance index 
Ts 

[s] 

Tr 

[s] 

Mp 

[%] 
Ess 

ISE 6.7437 2.0701e-07 1.0031 0 

ITSE 1.5706 0.2058 0      0 

IAE 0.8068 0.3043 0.0026 0 

ITAE 0.8176 0.3259 2.1734 0 

5. RESULTS AND DISCUSSION 

In order to evaluate the performance of the proposed controller and its robust 

performance based on IWO; firstly, Fig. 4 is presented. It shows a comparison between the 

transient response of the original system and that of the FPID under different performance 

indices. It is clear that IAE gives minimum transient values - where the Mp% approaches 

zero - and it has fast response speed with minimum Ts. To show the effectiveness of the 

proposed method; a comparison is made between the classical PID and the designed FPID 

with IAE. The results are depicted in Fig. 5. 
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Fig. 4. Transient responses of the original system and the designed - under different performance indices - FPID. 
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Fig. 5. Transient responses of the original system, classical PID and the designed - with IAE - FPID. 

 
As shown in Fig. 5, there is more improvement in transient response, when using FPID 

controller with IAE, compared with classical control PID. Overshoot, settling time and AVR 

speed refraction are decreased by the proposed method (IWO-FPID). Since IWO based 

controller has a good performance in both time and oscillation damping value; it can be used 

in practical applications. 

6. CONCLUSIONS 

In this paper, a design method to determine optimal FPID controller’s parameters 

using the IWO algorithm is proposed. The regulated voltage of AVR is controlled by FPID-

IWO controller. The simulation of AVR showed that the proposed controller can perform an 

efficient search for the optimal FPID controller. The results showed that - compared to the 

classical PID - the proposed method improves the dynamic performance of the system. The 

proposed FPID-IWO controller presented better performance and possessed good robustness 

over PIDs. Moreover, it was found that the proposed FPID-IWO controller converged 

quicker than the PID. The proposed method introduces accuracy as well as convergence 

speed and simplicity. 
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